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#### Abstract

A theorem concernung the exphct form of the eigenvalues of the class sums of the symmetric group $\left(\mathrm{S}_{n}\right)$ is derived and used to obtain the following results. (1) the centre of the $\mathrm{S}_{n}$-aigebra is generated by means of poiynomais in the set of elements consisting of the generators of the centre of the $\mathrm{S}_{n-k}$ algebra augmented by the single cycle class sums $[(2)]_{,}\left[[(3)]_{n}, \quad,[(k+1)]_{n}\right.$. (2) the irreps of $S_{n}$ witn up to $k$ rows are fully specified by the class sums $[(2)]_{n},[(3)]_{n}, \quad,[(k)]_{n}$ Furthermore, it is found that the $k$ class sums $[(2)]_{n},[(3)]_{n}, \quad,[(k+1)]_{n}$ suffice to specify the urreps of $\mathbf{S}_{n}$ for all $n \leqslant n_{\max }(k)$, where $n_{\max }(k) \gg k$.


## 1. Introduction

The symmetric group occupies a central position in the theory of finite as well as unitary groups. As a consequence of the indistinguishability of identical elementary particles in quantum mechanics, the symmetric group has to be applied in order to specify the various states of any many-body system. This is an essential step in all procedures for the study of the spectrum and dynamics of the corresponding Hamiltonian.

The representation theory of the symmetric group has been investigated very thoroughly and extensively since the turn of the certury, or even earlier. The classical results are fully described in [1-4]. It may therefore appear surprising that interesting open problems still exist, and even more surpnsing that simple and useful new results can stlll be obtained using elementary ideas. The point of view followed in the present paper was very effectively advocated by Chen [5], who emphasized the role of the set of elements spanning the centre of the group algebra. These elements, known as the class sums, form a complete set of mutually commuting operators, whose common eigenfunctions belong to well-defined irreducible representations (irreps). The corresponding eigenvalues, denoted $\lambda_{C}^{\mathrm{T}}$, are related to the characters $\lambda_{C}^{\mathrm{T}}$ by means of

$$
\lambda_{C}^{\Gamma}=\frac{|C|}{|\Gamma|} \chi_{C}^{\Gamma}
$$

where $|\Gamma|$ and $|C|$ stand for the degeneracy of the irrep $\Gamma$ and the number of elements in the class $C$, respectively. The present author has recentiy been able to make considerable progress towards a combinatorial theory of the structure constants in the group algebra of the symmetric group [6-8].

In this paper a theorem concerning the form of the expiessions for the eigenvalues of the single-cycle class sums of the symmetric group is derived and used to obtain
the following results. (1) the centre of the $S_{n}$-algebra is generated by means of polynomials in the set of elements consisting of the generators of the centre of the $S_{n-k}$ algebra augmented by the single-cycle class sums $[(2)]_{n},[(3)]_{n}, \ldots,[(k+1)]_{n}$; (2) the irreps of $S_{n}$ with up to $k$ rows are fully specified by the class sums $[(2)]_{n}$, $[(3)]_{n}, \ldots,[(k)]_{n}$. It is found that the $k$ class sums $[(2)]_{n},[(3)]_{n}, \ldots,[(k+1)]_{n}$ suffice to specify the urreps of $\mathrm{S}_{n}$ for all $n \leqslant n_{\max }(k)$, where $n_{\max }(k) \gg k$. The relevance of these results to the construction of multi-cluster wavefunctions and to the treatment of spin Hamiltonians with arbitrary elementary spins is briefly pointed out in the appropriate sections below.

## 2. Prelimimary results

In this section we introduce some basic notions and formulate three lemmas which are used in the following sections.

Given a set of $k$ vanables $\left\{x_{1}, x_{2}, \ldots, x_{k}\right\}$ we define a set of $k$ power sums

$$
\begin{equation*}
p_{r}=\sum_{i=1}^{k} x_{t}^{r} \quad ;=1,2, \ldots, k \tag{1}
\end{equation*}
$$

These power sums determine the $k$ elementary symmesic functions [2]

$$
\begin{equation*}
e_{r}=\sum_{i_{1}<i_{2} \lll i_{r}} x_{t_{1}} x_{i_{2}} \ldots x_{i_{r}} \quad r=1,2, \ldots, k \tag{2}
\end{equation*}
$$

which are the coefficients in the polynomial

$$
\begin{equation*}
\prod_{i=1}^{k}\left(x-x_{i}\right)=x^{k}-x^{k-1} e_{1}+x^{k-2} e_{2} . .=\sum_{r=0}^{k}(-1)^{r} x^{k-r} e_{r} \tag{3}
\end{equation*}
$$

where $e_{0} \equiv 1$. From the fundamental theorem of algebra the following applies.

Lemma 1. The set of $k$ power sums $\left\{p_{1}, p_{2}, \ldots, p_{k}\right\}$ determines the set of variables $\left\{x_{1}, x_{2}, \ldots, x_{k}\right\}$ up to permutations among them.

A Young shape consisting of $n$ bozes is usually specified in terms of the lengths of its rows, which form a partition of $n\left(\lambda_{1}+\lambda_{2}+\ldots+\lambda_{k}=n\right.$, where $\left.\lambda_{1} \geqslant \lambda_{2} \geqslant \ldots \geqslant \lambda_{k}>0\right)$. Denoting each box by a row index $i$ (rumning from top to bottom) and a column index $j$ (running from left to right) we follow Robinson and Thrall [1,9] and refer to the difference $-i$ ) as the content of the box ( $i, j$ ). A Young shape specifies a set of $n$ contents. It is shown in [1,9] that any set of contents specifies at most one Young shape.

Recalling that an irrep of the symmetric group is fully specified by a corresponding Young shape we obtain the following.

Lemma 2. Any irrep of the symmetric group $\mathrm{S}_{n}$ is specified by an appropriate set of $n$ contents.

Combining lemma 1 and lemma 2 we conclude the following.

Lemma 3. Any irrep of the symmetric group is specified by a set of $n$ power sums over a set of $n$ contents.

The power sums over the contents of a Young shape $\Gamma$ will be denoted by

$$
\begin{equation*}
\sigma_{r}=\sum_{(4, j) \in \Gamma}(-i j)^{r} \quad r=1,2, \quad \ldots \tag{4}
\end{equation*}
$$

## 3. On the eigenvalues of the class sums of the symmetric group

Each class sum of the symmetric group [5] possesses a set of eigenvalues corresponding to the irreps of this group. Expressions for the eigenvalues of the class sums $[(2)]_{n}$, $[(3)]_{n}$ and $[(4)]_{n}$ in terms of the lengths of the different rows of the Young shape specifying the irrep were given by Partensky [10]. It follows from lemma 3 that the eigenvalues of any class sum can be expressed in terms of the power sums over the contents of the corresponding Young shapes. Expressions of this form for the eigenvalues for the classes of the transpositions and the 3-cycies

$$
\begin{align*}
& \lambda_{[(2)]_{r}}^{\Gamma}=\sigma_{1}  \tag{5}\\
& \lambda_{[(3)]_{n}}^{\Gamma}=\sigma_{2}-\frac{1}{2} n(n-1) \tag{6}
\end{align*}
$$

were given by Jucys [11] and, independently, by Suzuki [12]. These expressions are equivalent to those due to Partensky [10]. A heuristic construction of the expressions for the eigenvalues of the single-cycle class sums with up to 14 indices was recently proposed by Pauncz and Katriel [13]. Of these, the eigenvalues of the 4 - and 5 -cycles are

$$
\begin{align*}
& \lambda_{[(4)]_{n}}^{\Gamma}=\sigma_{3}-(2 n-3) \sigma_{1}  \tag{7}\\
& \lambda_{\mathrm{I}(5)]_{n}}^{\mathrm{T}}=\sigma_{4}-(3 n-10) \sigma_{2}-2 \sigma_{1}^{2}+\frac{1}{6} n(n-1)(5 n-19) \tag{8}
\end{align*}
$$

These results suggest the following theorem.
Theorem 1. The eigenvalues of the class sums containing a single cycle of length $p$, in an irrep $\Gamma$, are polynomals in the $p-1$ power sums $\sigma_{1}, \sigma_{2}, \ldots, \sigma_{p-1}$, with coefficients which are polynomials in $n$

This theorem is proved by considering the expression for the eigenvalue of the ciass $\operatorname{sum}\left[(1)^{n-p}(p)\right]_{n}$ in the irrep $\Gamma$ specified by the partition $\lambda_{1}+\lambda_{2}+\ldots+\lambda_{k}=n\left(\lambda_{1} \geqslant \lambda_{2} \geqslant\right.$ $\ldots \geqslant \lambda_{k}>0$ ), which was presented by MacDonald [2], following Frobenius. This expression involves the $n$ varables

$$
\begin{equation*}
\mu_{2}=\lambda_{1}-i+n \quad i=1,2, \ldots, n \tag{9}
\end{equation*}
$$

which satisfy

$$
\begin{equation*}
\mu_{1}>\mu_{2}>\ldots>\mu_{n} \tag{10}
\end{equation*}
$$

i.e., they are strictly decreasing. It can be written in the form

$$
\begin{equation*}
\lambda_{[(p)]_{n}}^{\Gamma}=\frac{1}{p} \sum_{i=1}^{n} \mu_{i}\left(\mu_{1}-1\right) \ldots\left(\mu_{1}-p+1\right) \prod_{j \neq 1} \frac{\left(\mu_{1}-\mu_{j}-p\right)}{\left(\mu_{1}-\mu_{3}\right)} . \tag{11}
\end{equation*}
$$

This is a rational symmetric function in the $n$ variables $\mu_{1}, \mu_{2}, \ldots, \mu_{n}$. We shall now show that viewing $\lambda_{[(p)]_{n}}^{\Gamma}$ as a rational function in any one variable, keeping all the others constant, it has no poles. This implies that this rational function is actually a
polynomial of degree $p$ in each one of the variables. Being symmetriv in the $n$ variables it can be expressed in terms of the symmetric power sums

$$
\begin{equation*}
\tau_{k}=\sum_{i=1}^{n} \mu_{t}^{k} \quad k=1,2, \ldots, p . \tag{12}
\end{equation*}
$$

These power sums can be written in terms of the first $p-1$ power sums in the contents of the corresponding Young shape. Therefore, the expression for the eigenvalues of the class sum $[(p)]_{n}$, presented in equation (11), can be expressed in terms of the latter.

To show the absence or poles in $\lambda_{[(p)]_{n}}^{\Gamma}$ we choose $\mu_{1}$ as the variable to be examined. Denoting it by $x$ we obtain

$$
\begin{align*}
& \lambda(x)=\frac{1}{p} x(x-1) \ldots(x-p+1) \prod_{j=2}^{n}\left(1-\frac{p}{x-\mu_{j}}\right) \\
& \quad+\frac{1}{p} \sum_{i=2}^{n} \mu_{t}\left(\mu_{t}-1\right) \ldots\left(\mu_{t}-p+1\right)\left(1-\frac{p}{\mu_{t}-x}\right) \prod_{\substack{j=2 \\
j \neq i)}}^{n}\left(1-\frac{p}{\mu_{t}-\mu_{j}}\right) . \tag{13}
\end{align*}
$$

The only values of $x$ for which $\lambda(x)$ could have poles are $\mu_{2}, \mu_{3}, \ldots, \mu_{n}$. To investigate the behaviour of $\lambda(x)$ in the neighbourhood of $\mu_{k}$ we separate the regular part and write

$$
\begin{align*}
\lambda(x)=\lambda_{\mathrm{R}}(x)+ & \frac{1}{\mu_{k}-x}\left[x(x-1) \ldots(x-p+1) \prod_{\substack{j=2 \\
(j \neq k)}}^{n}\left(1-\frac{p}{x-\mu_{j}}\right)\right. \\
& \left.-\mu_{k}\left(\mu_{k}-1\right) \ldots\left(\mu_{k}-p+1\right) \prod_{\substack{j=2 \\
(\neq k)}}^{n}\left(1-\frac{p}{\mu_{k}-\mu_{j}}\right)\right] \tag{14}
\end{align*}
$$

where

$$
\begin{align*}
& \lambda_{\mathrm{R}}(x)=\frac{1}{p} x(x-1) \ldots(x-p+1) \prod_{\substack { j=2 \\
j=\begin{subarray}{c}{2{ j = 2 \\
j = \begin{subarray} { c } { 2 } }\end{subarray}}^{n}\left(1-\frac{p}{x-\mu_{j}}\right)  \tag{15}\\
&+\frac{1}{p} \sum_{\substack{x=? \\
(z=k)}}^{n} \mu_{t}\left(\mu_{t}-1\right) \ldots\left(\mu_{t}-p+1\right)\left(1-\frac{p}{\mu_{t}-x}\right) \prod_{\substack{j=2 \\
j \neq t)}}^{n}\left(1-\frac{p}{\mu_{t}-\mu_{j}}\right) \\
&+\frac{1}{p} \mu_{k}\left(\mu_{k}-1\right) \ldots\left(\mu_{k}-p+1\right) \prod_{\substack{j=2 \\
(j \neq k)}}^{n}\left(1-\frac{p}{\mu_{k}-\mu_{j}}\right) .
\end{align*}
$$

Using l'Hospital's rule we obtain
$\lim _{x \rightarrow \mu_{t}}\left[A(x)-\lambda_{\mathrm{R}}(x)\right]=-\left.\frac{\mathrm{d}}{\mathrm{d} x}\left[x(x-1) \ldots(x-p+1) \prod_{\substack{j=2 \\ j \neq h)}}^{n}\left(1-\frac{p}{x-\mu_{j}}\right)\right]\right|_{-\mu_{k}}$
which is finite (by equation (10)). This completes the proof of theorem 1.
To explicate the relation between the symmetric power sums $\tau_{k}$ defined in equation (12) and the power sums over the contents of the Young shape we note that the contents In the ith row are $-i+1,-i+2, \ldots, 0,1,2, \ldots, \lambda_{1}-i$. The contribution of this row to $\sigma_{k}$ is

$$
\begin{equation*}
\sum_{j=1}^{\lambda_{1}-z} j^{k}+(-1)^{i} \sum_{j=1}^{i-1} j^{k} \tag{17}
\end{equation*}
$$

Since the first sum can be written as a polynomial of degree $k+1$ in ( $\lambda_{1}-i$ ), it follows that $\sigma_{k}$ can be expressed linearly in terms of $\tau_{2}, \ldots, \tau_{k+1}$. (Note that $\tau_{1}=\frac{1}{2} n(n+1)$.)

By a simple inductive argument we obtain from theorem 1 the following.

Lemma 4. The eigenvalues of $[(2)]_{n},[(3)]_{n}, \ldots,[(k+1)]_{n}(k<n)$ determine the power sums $\sigma_{1}(n), \sigma_{2}(n), \ldots, \sigma_{k}(n)$.

We note in passing that the set of power sums $\sigma_{1}(n), \sigma_{2}(n), \ldots, \sigma_{n-1}(n)$ determines the powé sunse $\bar{\sigma}_{I}(\bar{n})$ with $l \geqslant \bar{n}$.

## 4. Generation of the centre of the symmetric group algebra

The centre of the symmetric group algebra ( $C S_{n}$ ) .is linearly generated by the class sums of its various classes. Several results have been obtained by various authors concerning a smaller set of generators. Farahat and Higman [14] classified the various classes according to the number of cycles and showed that the set of sums of the form
generates the centre of the group algebra, i.e. each class sum can be expressed as a polynomial in these $n$ objects. Kramer [15] showed that the set of single-cycle class sums

$$
\begin{equation*}
\left\{\left[(1)^{n-p}(p)\right]_{n} ; p=1,2, \ldots n\right\} \tag{19}
\end{equation*}
$$

generates the centre.
In many applications it is useful to start from the centre of a subalgebra and augment it so as to generate the centre of the algebra. Thus, Chen [5] showed that the centre of $C S_{n}$ can be generated by the set of transposition clans sums of the subgroup chain $\mathrm{S}_{n} \supset \mathrm{~S}_{n-1} \supset \ldots \supset \mathrm{~S}_{2}$, i.e.

$$
\begin{equation*}
\left\{[(2)]_{k} ; k=2,3, \ldots, n\right\} . \tag{20}
\end{equation*}
$$

This result is equivalent to the statement that any member of the centre of $C S_{n}$ can be expressed as a polynomial over the set of commuting operators consisting of the generators of the centre of $C S_{n-1}$ augmented by the transposition class sum of $C S_{n}$, $[(2)]_{n}$.

Katriel and Novoselsky [16] have recently shown that the centre of $\mathrm{CS}_{n}$ can be generated in a similar sense by augmenting the centre of $C \$_{n-2}$ with the class sums $[(2)]_{n}$ and $[(3)]_{n}$. The derivation of that result, using Pariensky's expressions for the eigenvalues of these class sums [10], drew the present anthor's attention to the role of the contents of the Young shapes, or rather the symmetric polynomials in these, in the representation theory of the symmetric group.

In this section we prove the following theorem.

Theorem 2. Any member of the centre of $C \mathrm{~S}_{\mathrm{n}}$ cani be expressed as a polynomial over the set of commuting operators consistung of the generators of the centre of $\mathrm{CS}_{n-k}$ augmented by the class sums $[(2)]_{n},[(3)]_{n}, \ldots,[(k+1)]_{n}$ of $C S_{n}$.

To prove this theorenl we consider a common eigenfunction $\Phi$ of all the elements of the centre of $C S_{n-k}$ as well as of $[(2)]_{n},[(3)]_{n}, \ldots,[(k+1)]_{n}$. We show that $\Phi$ belongs to a well-defined irrep of $S_{n}$ which is fully specified by the set of eigenvalues corresponding to the generators of $C S_{n-k}$ and the $k$ additional $C S_{n}$,lass sums mentioned above. Since this is valid for any function $\Phi$ with the properties specified above it follows that the generators of $\mathrm{CS}_{n}$ can in fact be expressed in terms of the set consisting of the generators of $C \mathrm{~S}_{n-k}$ and the first $k$ sirgle-cycle class sums of $C S_{n}$. The deduction from the properties of the irreps to those of the operators themselves is a special case of the commonly used principle that a property which holds for a complete set of eigenstates is a property of the operator itself.

The function $\Phi$ specified above is a common eigenfunction of the elements of the centre of $C S_{n-k}$ from which fact it follows that it belongs to an irrep $\Gamma_{n-k}$ of $S_{n-k}$. This irrep is fully specified by the eigenvalues of any set of generating class sums.

By lemma 4, the eigenvalues of $[(2)]_{n-k},[(3)]_{n-k}, \ldots,[(k+1)]_{n-k}$ determine the power sums $\sigma_{1}(n-k), \sigma_{2}(n-k), ., \sigma_{k}(n-k)$. If $k+1>n-k$ (i.e. $\left.k>\left[\frac{1}{2}(n-1)\right]\right)$ the set of eigenvalues of $[(2)]_{n-k}, \ldots,[(n-k)]_{n-k}$ determines $\sigma_{1}(n-k), \sigma_{2}(n-$ $k), \ldots, \sigma_{n-k-1}(n-k)$ and these power sums themselves determine the higher powsi sums $\sigma_{n-k}(n-k), \ldots, \sigma_{k}(n-k)$. Sumilarly, the eigenval.as of $[(2)]_{n},[(3)]_{n}, \ldots$, $[(k+1)]_{n}$ determine the power sums $\sigma_{1}(n), \sigma_{2}(n), \ldots, \sigma_{k}(n)$. Note that

$$
\begin{equation*}
\sigma_{l}(n)-\sigma_{l}(n-k)=\sum_{i=1}^{k} \alpha_{i}^{t} \quad l=1,2, \ldots, k \tag{21}
\end{equation*}
$$

where $\left\{\alpha_{1}, \alpha_{2}, \ldots, \alpha_{k}\right\}$ is a set of contents. By lemma 1, equations (21) determine the set of contents $\left\{\alpha_{1}, \alpha_{2}, \ldots, \alpha_{k}\right\}$ uniquely, so that along with the set of $n-k$ contents corresponding to $\Gamma_{n-k}$ we obtain an additional set of $k$ contents which, oogether, determine a unique $\Gamma_{n}$. Since this result holds for any function $\Phi$ specified as above, the theorem follows.

This theorem is useful in the reduction

$$
\begin{equation*}
\Gamma_{n_{1}} \otimes \Gamma_{n_{2}}=\sum_{1} \mathscr{E}_{I} \Gamma_{\left(n_{1}+n_{2}\right)}^{(1)} \tag{22}
\end{equation*}
$$

which is relevant to the problem of constructing symmetry-adapted multi-cluster waverunctions [16].

## S. Specification of irreps with a restrictet number of rows

It is well known that irreps of the symmetric group associated with Young shapes consisting of not more than two rows are fully specified by the eigenvalue of the class of transpositions. This properiy is the origin of the fact that the eigenvalue of the resultant spin operator for systems of identical panticles with elementary spins equal to $\frac{1}{2}$ is sufficient to specify the irrep of the symmetric group to which the state of interest belongs.

A generalization of this result, which applies to systems of identical particles with higher elementary spins, is formulated in the following theorem.

Theorem 3. If the Young shape of an irrep is known to have at most $k$ rows, the irrep is fully specified by the eigenvalues of the clase sums $[(2)]_{n},[(3)]_{n}, \ldots,[(k)]_{n}$.

To prove the theorem we first note that by lemma 4 the eigenvalues of the class sums $[(2)]_{n},[(3)]_{n}, \ldots,[(k)]_{n}$ specify the power sums $\sigma_{1}(n), \sigma_{2}(n), \ldots, \sigma_{k-1}(n)$.

We consider a partition of $n$ corresponding to an irrep of $S_{n}$ with at most $k$ rows, i.e. $\lambda_{1}+\lambda_{2}+\ldots+\lambda_{k}=n$ where $\lambda_{1} \geqslant \lambda_{2} \geqslant \ldots \geqslant \lambda_{k}$

The power sums corresponding to this irrep are

$$
\begin{equation*}
\sigma_{r}(n)=\sum_{i=1}^{k} \sum_{j=1}^{\lambda_{i}}(-i j)^{r} \quad r=1,2, \ldots, k-1 . \tag{23}
\end{equation*}
$$

Using the identities

$$
\begin{equation*}
\sum_{j=1}^{\mu} j^{r}=\sum_{m=0}^{r+1} a_{r, m} \mu^{m} \quad a_{r, r+1} \neq 0 \tag{24}
\end{equation*}
$$

equations (23) can be written in the form

$$
\begin{equation*}
\sum_{m=0}^{r+1} a_{r, m} p_{m}=\tilde{\sigma}_{r} \quad r=1,2, \ldots, k-1 \tag{25}
\end{equation*}
$$

where

$$
\begin{equation*}
p_{m}=\sum_{i=1}^{k}\left(\lambda_{t}-i\right)^{m} \tag{26}
\end{equation*}
$$

and

$$
\tilde{\sigma}_{r}=\sigma_{r}-(-1)^{r} \sum_{r=1}^{k} \sum_{j=0}^{t-1} j^{r} .
$$

Since $p_{0}=k$ and $p_{1}=n-\frac{1}{2} k(k+1)$ we can obtain $p_{2}, p_{3}$ up to $p_{k}$ successively, using equation (25). Having obtained these power sums we can obtain the $k$ varnables $\lambda_{1}-1$, $\lambda_{2}-2, \ldots, \lambda_{k}-k$. Noting that $\lambda_{1} \geqslant \lambda_{2} \geqslant \ldots \geqslant \lambda_{k}$ it follows that $\lambda_{1}-1>\lambda_{2}-2>\ldots>$ $\lambda_{k}-k$ so that the order of the $k$ variables determined using the power sums (26) is unique.

The partition $\lambda_{1}, \lambda_{2}, \ldots, \lambda_{\mu}$ has thus been uniquely determined, which concludes the proof of theorem 3 .
6. Some results concerming the minmal manter of generators for the centre of the symmerric group algemra

While the full construction of the character table is required if the group-theoretical orthogonality theorem is to be used to reduce a given representation into its irreducible components, the results presented above imply that a rather small subset of class sums is actually needed. Using the approach advecated by Chen [5] we recall that any subspace of functions which is invariant under the group (i.e. carries a representation of the group) can be reducedinto the constituentimeps by simultaneous diagonalization of any set of generators of the centre of the group algebra. In fact, any set of operators whose eigenvalues label the irreps uniquely suffices. In view of this last observation it is remarkable that the number of single-cycle classes which are sufficient to provide a complete labelling of the irreps of $S_{n}$, for any given $n$, is actually much smaller than $n-1$, the number implied by the results presented above. By calculating the eigenvalues of the single-cycle class sums one finds the results presented in table 1 for $a_{\max }(k)$, the maximum value of $n$ for which the set of $k$ class sums $[(2)]_{n},[(3)]_{n}, \ldots,[(k+1)]_{n}$

Table 1. The number of class sums needed to specify the irreps of various symmetric groups

| Number of <br> class sums usedOrder of the maximal <br> symmetric groupNumber of arreps <br> in the max'mal group |  |  |
| :--- | :---: | :---: |
| 1 | $5!$ | 7 |
| 2 | $14^{\prime}$ | 135 |
| 3 | $23^{\prime}$ | 1255 |
| 4 | $41^{\prime}$ | 44583 |

is sufficient to label all the irreps unquely. Also included in table 1 is the number of irreps (and classes) in the group $S_{n}$ with $n=n_{\text {max }}(k)$.

The rapid increase in the number of irreps involved accounts for the fact that going beyond $k=4$ becomes computationally prohibitive and probably of little practical use. However, the fact that a complete characterization of the irreps of groups as high as $S_{41}$ is possible with a mere four class sums is remarkable, in view of the fact that even state-of-the-art computer codes for the construction of the character tables of symmetric groups [17] are limited at $n \leqslant 20$. In fact, an attempt to determine the maximal symmetric group whose irreps are specified by the first five single-cycle class sums was aborted after it was established that for $\mathrm{S}_{72}$ each one of the 5392783 irreps is uniquely labelled in terms of the five corresponding eigenvalues.
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